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The Advises project 
is developing 
innovative tools that 
support geographic 
visualization in 
epidemiology and 
public-health decision 
making by exploring 
and combining 
requirements 
engineering 
techniques.

E
pidemiologists investigate the distribution and determinants of diseases and 
other health-related states. As with a growing number of disciplines, epide-
miology is undergoing a transformation in its research methods. Researchers 
have already identified many of the “simple” epidemiological associations; 

now they need methods that can unravel a complex web of factors such as genetics, envi-
ronment, and lifestyle.1

An emergent approach to investigating com-
plex conditions is to use data-driven hypothesis 
generation methods as a complement to hypothe-
sis-driven experimentation.2 This approach is part 
of a wider transformation of research methods 
known as e-science in the UK (or cyberinfrastruc-
ture in the US). Basically, e-science is shorthand for 
a cluster of digitally based methodological innova-
tions driven by the demands of scientific challenges 
and the data deluge.3 Despite the critical role of 
computer-based tools in e-science, requirements 
analysis and usability engineering have received 
little attention.4 (Notable exceptions are research 
that described a use case and a goals-questions- 
results requirements analysis method5 and re-
search that applied ethnographic methods to un-
derstand researchers’ work practices.6)

When giving detailed requirements up front is 
impossible, the requirements analysis process must 
sustain a continuous dialogue that helps users and 
developers find common ground. Developers can 
then gradually refine requirements as users come to 
understand both their needs and what new technol-
ogies can offer. This challenge isn’t unique to scien-

tific software development but has been identified 
as particularly significant for e-science.1,4

With the Advises (Adaptive Visualization of 
E-science) project, we’re attempting to develop a 
deep understanding of researchers’ work practices 
by combining various requirements engineering 
(RE) techniques in a strongly iterative and agile 
approach. Specifically, this project is developing 
tools to support geographic visualization in data-
driven epidemiological research. Our experiences 
have been promising and suggest that the approach 
can apply generally to projects developing software 
that lets users exploit the potential of data-driven 
research.

Toward Increasing  
Data Exploration
Geography is often a factor in epidemiological in-
vestigations, whether they are comparing the dis-
tribution of a disease within two populations or 
considering ease of access to health services across 
a region. Despite this, epidemiologists haven’t fully 
exploited GIS (geographic information system) tools 
owing to their complexity.7
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The tools that we’re developing in the Advises 
project will help epidemiologists quickly and eas-
ily generate and explore public health maps using 
statistics that can help them establish the signifi-
cance of observed patterns. The epidemiologist us-
ers are often members of small, colocated groups; 
they are computer literate and technical experts 
and are used to handling large data sets and writing  
statistical-analysis software.

Epidemiology has seen only limited adoption 
of data-driven research methods. The epidemiolo-
gists involved in Advises report a lack of tools to 
support data exploration. They also recognize that 
data exploration is unfamiliar to most epidemiol-
ogy researchers, who tend to develop a detailed hy-
pothesis based on existing knowledge and only then 
test it on data. Consequently, the RE challenge for 
Advises is to devise an approach that will facilitate 
both the understanding of current research meth-
ods and the emergence of new ones.

Requirements Approach
The Advises approach to requirements analysis 
(see Figure 1) is grounded in scenario-based de-
sign8 and a combination of user-centered RE tech-
niques9 applied within a framework of iterative cy-
cles of requirements elicitation, design exploration, 
and user feedback.10 We chose scenario-based 
design as a way to tackle the potential volatil-
ity and complexity of e-science requirements be-
cause of its strengths in facilitating user-developer 
communication.

Our overall RE process was driven by the re-
search questions epidemiologists ask and the lan-
guage they use. This follows from a key orientation 
of the project, which sees requirements as research 
questions and builds on the goals-questions-results 
method.5 We aimed to use the epidemiologists’ re-
search questions as a source of scenarios and use 
cases and then imagine a new system to support 
analysis of these questions. Users’ language also 
contributed to the development of an ontology de-
scribing epidemiological research. We use this to 
support data upload and management and in the 
query interface design. Consequently, several tech-
niques we used focused on exploring users’ lan-
guage and identifying research questions.

Particular concerns for the RE process were the 
need to support innovation in scientific work prac-
tices and to understand the expertise underlying 
it, some of which might be tacit and consequently 
resistant to articulation. The two issues are inter-
twined: to support new work practices, we needed 
to understand that current approaches and tacit ex-
pertise are, by nature, not always easily observed.

We experimented with several RE techniques 
and evaluated their effectiveness, particularly with 
regard to tacit knowledge articulation, process, 
and sublanguage analysis.

Unstructured Interviews
At the project’s start, we conducted 22 unstruc-
tured interviews (each lasting 1 to 2 hours) to gain 
background on working practices, user preferences, 
and domain norms and to discuss designs. Because 
we conducted the interviews on site, the epidemiol-
ogists could show us their preferred software, dis-
cuss their data management practices, and show us 
example data sets.

The interviews gave us the opportunity to  
explore the epidemiologists’ perceptions of data-
driven analysis and understand their interest in 
and concerns about modifying their working 
practices. In particular, these early interviews pro-
vided key insights into epidemiologists’ attitudes 
that influenced the project direction.
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Figure 1. The Advises (Adaptive Visualization of E-science) 
requirements elicitation strategy. The iterative development of 
scenarios, storyboards, and prototypes helps users explore the 
potential of the proposed system and supports communication between 
users and developers.
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For example, an early exploratory interview dis-
cussed the software tools used in epidemiological re-
search. A question about image- and graph-creation 
software led to a discussion about the epidemiolo-
gists’ preference for numbers over images. They feel 
some images can be ambiguous and open to misin-
terpretation, so they prefer to see numbers in epide-
miological publications.

Also, routine data collection and warehousing 
are becoming the norm at the UK’s National Health 
Service and Department of Health. During the in-
terviews, we discovered that our users often have 
access to this data and use it in hypothesis testing 
but that they’re also interested in data-driven hy-
pothesis generation and pattern identification. 

Consequently, we decided that interactive que-
rying and visualization at an early stage of analysis 
was likely an acceptable area in which to include vi-
sualization software.

Research has shown that interviews are a poor 
method for accessing tacit knowledge;9 our experi-
ence confirmed this. They provided a good broad-
brush view of epidemiology and its working prac-
tices, but they didn’t help us effectively explore the 
subtleties of the analysis process.

User observation
Observing users’ working practices6 is a powerful 
technique for both gaining deeper domain knowl-
edge and understanding expertise.11 We observed 
the epidemiologists as they carried out their re-
search and in their weekly progress meetings.

The epidemiologists held regular meetings re-
viewing current and upcoming work; our require-
ments analyst attended seven such meetings (each 
lasting 1 to 2 hours) to listen and record discus-
sions but did not contribute. This “fly on the wall” 
observation technique was an effective approach 
for gathering background knowledge and under-
standing epidemiological language. These meet-
ings were also a good source of research questions 
and an opportunity to listen to the epidemiologists 
discuss ideas for new research.

In the following exchange, for example, two 
epidemiologists are discussing ways to model a re-
search question:

E1. I was going to do baseline and change, 
but a statistician who got interested in this 
disagreed.

E2. No.

E1. For saying baseline and change?

E2. Because my contention, for example, 
if you have Body Mass Index [BMI] there, 
and weight change, it might be relevant for 
your baseline BMI, but it might depend on 
whether you’re fat and you lose weight, and 
therefore that’s worse. So, biologically, there 
is an importance to your baseline level.

E1. Just thinking ... If you’ve got baseline 
and next as the measurement, rather than 
baseline and change in the variance struc-
ture of the model, isn’t then the coefficient 
associated with the next measurement? 
Next, independent of baseline?

E2. We don’t know it. Because this is an un-
natural situation, you don’t know whether 
they’re correlated, and you don’t know 
whether the next cholesterol level is depen-
dent on your baseline. They might be totally 
independent, irrelevant to each other, but it 
depends what the data is like.

E1. I agree with you, in part, but I don’t 
think we’re losing anything by putting change 
and baseline. It doesn’t add anything math-
ematically, but to me, in terms of interpreta-
tion, it adds meaning.

Listening to such exchanges helped us understand 
the epidemiologists’ research questions and mod-
els and the data they need to answer these ques-
tions. They were also a rich source of epidemio-
logical language.

The epidemiologists’ work is essentially desk 
based—preparing and analyzing data—and is 
carried out individually rather than collabora-
tively. To understand how the epidemiologists 
make decisions that guide the execution of their 
research, we encouraged them to talk aloud as 
they worked. For this purpose, during four sepa-
rate sessions (each lasting 1 to 4 hours), the re-
quirements analyst observed, prompted, and 
questioned them.

The approach was useful for understanding 
the intricacies and variety of epidemiological data 
and appreciating how the epidemiologists’ soft-
ware tools interact. The technique proved less ef-
fective for exposing the epidemiologists’ thought 
processes; they found it difficult to articulate this 
knowledge while carrying out the task at hand. 
So, although we firmly believe that observing 
working practices is vital to understand the work-
ing environment and task flow, it wasn’t entirely 
effective in this context.

Observing 
users’ working 

practices  

is a powerful 
technique for 
both gaining 

deeper domain 
knowledge and 
understanding 

expertise.
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Domain Knowledge workshops
The ontology-building process also included four 
workshops (each lasting 1.5 to 2 hours) during 
which we asked the epidemiologists to build mod-
els of various aspects of the domain, such as de-
veloping a research question or assessing evidence 
for or against a model of causality. They presented 
models as networks of sticky notes, which they 
could rearrange and extend. The analyst facilitated 
these workshops, and we made a video recording 
of them for subsequent analysis.

The workshops provided a good opportunity 
for the epidemiologists to articulate tacit dimen-
sions of their expertise. For example, discussions 
that ensued about the fundamental concepts of epi-
demiology and work practices were extremely use-
ful in understanding how epidemiologists reason 
about their data, such as how they assess evidence 
of causation, or their decisions about a particular 
data set’s reliability. This learning fed into the on-
tology and was also useful in system design. For 
example, Figure 2 reproduces part of a mind map 
considering the evidence used to decide whether an 
epidemiological phenomenon is real or an artifact 
of a data set. We subsequently used this when de-
ciding which statistics the system should display 
alongside a map.

Scenarios
We used three scenario development meetings 
(each lasting 1 to 2 hours) to explore with the 
epidemiologists ways the system could support 
their research questions. The analyst generated 
scenarios from research questions identified from 
the workshop data and, with the users, imagined 

how the system could support data investigation 
and exploration.

For example, one research question was, “What 
are the characteristics of the general practitioner 
(GP) registered population in the UK northwest?” 
To answer this query, an epidemiologist could ex-
plore a map of patients registered to primary care 
trusts (the organizing bodies for local healthcare 
in the UK) in the northwest, stratifying the popu-
lation by location, gender, and ethnicity.

Another question was, “Is there an association 
between weather conditions, levels of electrostati-
cally charged particles, and the number of people 
reporting runny noses?” To answer such a com-
plex question, the system would need to support 
mapping of cases of runny noses, weather condi-
tions, wind direction, and power-line locations 
over six months.

Scenario creation didn’t come naturally to the 
epidemiologists; they initially constrained them-
selves to simple research questions and had diffi-
culty thinking of questions that would stretch the 
system requirements. This is understandable given 
the difficulties of imagining the potential of soft-
ware that doesn’t exist yet and that might change 
their work practices. To encourage the users to 
think more broadly, the requirements analyst sug-
gested straw-man examples based on background 
domain knowledge, which the epidemiologists 
were able to respond to and modify.

Although scenario creation was initially chal-
lenging, it proved to be a good way to communicate 
complex problems and requirements back to the 
development team. Scenarios were also an effective 
way to explore the processes epidemiologists use to 

Limitations of the variables
RegionDo we have sufficient data?

Power
Forest plots

Examine data

Variability
Controlling for confounders

Your own expert knowledge

Alarm bells—what makes you
suspect it’s a spurious association?

Let’s see if there’s
an association.

Representatives
of the sample

Do we have the
right data?

Qualify the association

Historical/recalled knowledge
Group/subgroupTime/place/person

What could plausibly
explain this in another way?

How much is it?

Strengths and weaknesses
of the measurement methods

Figure 2. A mind map of the issues epidemiologists consider when deciding whether to investigate a hypothesis.  
Maps were drawn on large shared sheets of paper during the course of the workshop in order to facilitate and 
document our discussions.
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evaluate a research question. In addition, they pro-
vided another method to access tacit expertise—for 
example, what additional data might be needed 
alongside a map, and what signs raise suspicions 
that an observed pattern isn’t real? Furthermore, 
scenarios helped enable innovations, letting the re-
quirements analyst move the discussion away from 
current work practices to help users imagine new 
approaches.

Storyboards and Prototypes
We used several pictorial approaches to require-
ments exploration, from simple, single-cell story-
boards exploring initial ideas to paper and Web-
based prototypes. These pictorial methods were 
highly effective for

communicating ideas from the design team to 
the users,
engaging users in the design process, and
gathering feedback and stimulating debate.

The various prototypes encouraged user in-
volvement in decision making. Users could imag-
ine the steps they would work through and the ac-
companying statistics they would need to interpret 
the map. Figure 3 shows a storyboard’s progres-
sion from a pencil sketch to a PowerPoint slide to 
a functioning prototype. The sketch shows a dis-
tribution graph split into differently colored quin-
tiles; regions of the map are colored according to 
the quintile the mean value for that region corre-
sponds to. This feature was originally suggested by 
a user, who then responded to this storyboard by 
elaborating on the original idea, requesting mov-
able quintile boundaries, with the map colors up-
dating as the boundaries change.

The storyboards supported the requirements 
development by providing realistic, easily modi-

■

■

■

fied illustrations and enabling idea development. 
By making the new software’s potential more 
concrete, they helped users investigate new work-
ing practices. This made it easier for users to un-
derstand how the software could empower early-
stage research by providing new ways for them to 
explore data and look for interesting patterns.

Combining RE Techniques
Throughout the requirements process, we looked 
at the various techniques as a toolkit. Rather than 
follow a rigid methodology, we devised an agile 
approach that let us adapt evolving project goals 
and circumstances.

Table 1 summarizes the appropriateness of 
each technique we used for identifying the knowl-
edge we needed to drive the RE process forward. 
This table isn’t intended to provide a definitive 
comparison of techniques; it simply illustrates the 
different benefits each technique provided in par-
ticular contexts.

Early in the project, a combination of inter-
views, meeting observations, and work observa-
tions provided rich domain learning and generated 
ideas that started to shape the project. However, 
although interviews and work observations taught 
us about the more concrete and observable aspects 
of work, these methods were less effective for ar-
ticulating tacit expertise about epidemiological 
workflows and decision making. We found that 
scenarios and the domain knowledge workshops 
particularly helped us address this gap and under-
stand how our users consider evidence and make 
decisions about their data. Once we began early 
design work, a combination of scenarios and story-
boards worked well. Scenarios proved particularly 
effective for feeding users’ requirements to the 
project team, whereas storyboards and prototypes 
helped us explore designs with users.

(a) (c)(b)

Whalley Range High School
Theme: BMI

Annotate map

Apply Cancel

Adds points
Show:

Distribution:

School

15 18 21 24 27 30

Label:
School Postcode

Figure 3. Real-world use of storyboards. The interface design progressed from (a) a rough sketch to (b) a PowerPoint 
slide to (c) a working prototype.
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When selecting which requirements-gathering 
techniques to use, we needed to consider how ac-
ceptable each was to users. Open-ended interviews 
were a good way to initiate the requirements process 
because users widely understood the concept. Inter-
views let analysts and users get to know each other 
in relatively familiar circumstances. The epidemi-
ologists were also comfortable with the presence of 
an observer/analyst in meetings, so this also proved 
an effective way to get background knowledge.

In principle, one major advantage of observa-
tion-based requirements-gathering techniques is 
that they don’t make significant demands on busy 
users or disrupt their work. However, our experi-
ence was that observation sessions often turned 
into a dialogue between the requirements analyst 
and epidemiologist, so this advantage wasn’t real-
ized in practice. So, scenarios became our preferred 
technique for getting to the heart of the analysis 
process. Although the scenario sessions required 
the epidemiologists to take time from their re-
search, the epidemiologists could decide when this 
was convenient.

When we first introduced the use of scenarios, 
the epidemiologists found the approach abstract 
and had difficulty contriving situations that weren’t 
grounded in current work. However, as they be-
came more familiar with the method, they became 
highly creative in thinking about how they would 
like the system to support investigation of complex 
research questions.

The domain knowledge workshops placed the 
epidemiologists in an unusual situation, asking 
them to discuss aspects of their world they take 
for granted. To make this task easier, we began by 
asking them to model some of the more concrete 
concepts they work with, such as the types of epi-
demiological studies. As they became more used 

to the task, we moved to more abstract questions. 
This approach worked well, and the epidemiolo-
gists commented that they found the workshops 
interesting and engaging. However, as with sce-
narios, this approach is time consuming; simply 
getting participants together for two-hour meet-
ings was difficult.

Translating Requirements 
Analysis into Design Decisions
The requirements analysis raised several issues for 
the system architecture. One issue was, to what 
extent should the system interpret the epidemiolo-
gists’ research questions? We rejected free-format 
natural-language input to avoid the complexities 
of natural-language processing; instead, we pro-
vided a series of keyword selection lists ordered in 
question templates. The interviews, scenarios, and 
domain analysis workshops identified three high-
level question types in epidemiology:

pattern identification (for example, “What’s the 
distribution of diabetes in population X?”),
association-causation (“Is there a link between 
asthma and obesity?”), and
comparisons between populations and over 
time and space.

So, the query interface works by semiautomatic 
configuration of menu-based lists of terms driven 
by the variables in the chosen data set. For exam-
ple, for the query “Is there a link between asthma 
and obesity?” the user can select association, asthma, 
and obesity. However, complexity arises in the large 
space of possible associative combinations between 
variables, in exposing population structure varia-
tion, and in eliminating confounding effects. For 
instance, answering more detailed questions (such 

■

■

■

Table 1
The utility of different RE techniques

Interviews
Meeting  
observations

work  
observations

Domain  
knowledge workshops Scenarios Storyboards

Broad domain knowledge Good Good Good Some Some Minimal

Eliciting expertise Some Some Some Good Good Some

Identification 
of research questions

Some Good Minimal Some Good Some

Ontology development Good Good Minimal Good Good Minimal

Design exploration Some Minimal Minimal Minimal Good Good

Requirements specification Good Minimal Minimal Minimal Good Good

Developing new  
work practices

Some Minimal Minimal Some Good Good
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as, “Is there a link between smoking and obesity 
once you eliminate variations in age, exercise, and 
other illnesses?”) requires that epidemiologists in-
voke complex statistical analyses.

The requirement for processing complex ques-
tions came from the domain knowledge work-
shops; it led us to develop interpreters for high-
level-concept keywords in queries. For example, it 
was clear from scenario development and obser-
vation of meetings that the epidemiologists often 
consider deprivation as a factor in their investiga-
tions. In population data sets, deprivation might be 
indicated by income range or socioeconomic class 
(in census data) or by housing status and the local 
environment (in a GIS). To execute a query involv-
ing deprivation, the query processor must read the 
metadata from the selected data sets and then in-
terpret the best fit for “deprivation.” If several mea-
sures of deprivation are available, the system must 
ask the user to narrow the options. 

Other examples of interpreters are related to 
terms in spatial queries (“near to,” “close by,” or 
“in the region of”) and temporal queries (“recent in-
crease in obesity”). The system must resolve spatial 
queries in terms of proximity by a preset distance or 
colocation in an area boundary.

To provide a flexible, user-customizable solu-
tion for the requirements, we developed configura-
tion editors. These let epidemiologists set their de-
fault interpretation of complex query terms, such 
as “nearby” in spatial queries. They also provided 
other functions, such as defining terms for annotat-
ing results, data validation tolerances, and rules to 
warn about potentially invalid analysis treatments.

However, providing a fully configurable system 
would be a wasted effort if users can’t find time to 
tailor it. In interviews about use of existing soft-
ware, the epidemiologists acknowledged they don’t 
always have time to fully investigate or learn new 
systems. Because most users don’t use the custom-
ization facilities in many common software pack-
ages,10 we doubted that extensive configuration fa-
cilities would be a good investment. Consequently, 
we provided a set of analysis, querying, and visual-
ization services that can be integrated in their cur-
rent applications.

A final issue for the architecture concerned the 
degree of intelligence and system-versus-user initia-
tive in the visualization and statistics wizard mod-
ules. The visualization expert module was easier 
to design. It must select appropriate ways to code 
data in maps and graphical displays according to 
the user’s research questions and metadata—for ex-
ample, by using texture, shading, and color coding 
so that users can scan a map to detect patterns of 

association between obesity and social deprivation 
by area.

The statistics wizard should warn users when 
their analyses are potentially invalid because the 
data sets they wish to compare are too sparse. We 
explored three design options for this wizard:

a menu of smoothing algorithms that can cure 
some sparse or irregular geographic-distribu-
tion problems,
a critic module that warns users about potential 
analysis problems and suggests appropriate al-
gorithms to choose from, or
a fully automated solution that applies the ap-
propriate algorithm without consultation.

Because the system’s users are domain experts and 
end-user developers, we chose the critic module and 
gave them the capability to change the rule sets and 
algorithms.

T he Advises project has closely coupled ar-
chitecture development with requirements 
analysis in an iterative development cycle. 

Iteration allows requirements to emerge through a 
dialogue between the developers and users as de-
signs are critiqued and refined, letting us design an 
extensible architecture providing for longer-term 
developments. We’re engaged in a third iteration of 
this requirements-build-test cycle. We’ve developed 
a semifunctional Web-based prototype that lets us-
ers interact with simple, canned maps and evalu-
ated it using formal usability assessments along 
with informal user feedback. With each journey 
around this loop, we’ve progressively added more 
functionality.

Key to the Advises requirements approach has 
been developing a strong working relationship with 
users and collaborating with them to explore new 
ways of working. One potential avenue for devel-
oping this relationship further is to collocate (or 
embed) developers in the users’ workplace.12 By 
co-opting users as full-time members of the devel-
opment team,13 embedding provides one way of 
continuing a tightly coupled, user-driven design and 
development process.

E-science presents a major challenge for the RE 
community. For example, Ann Zimmerman and 
Bonnie Nardi state that

We know of no scalable methods of require-
ments analysis that document the needs of 
vastly different user populations, continue to 
document changing needs over time, coordi-

■

■

■

Providing 
a fully 

configurable 
system would 
be a wasted 

effort if users 
can’t find time 

to tailor it. 
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nate investigation at multiple sites of use, de-
sign for large distributed entities, and absorb 
transformative changes in practice.14

Our project hasn’t had to deal with all these con-
cerns. Nevertheless, we argue that the essence of 
our approach—an agile RE process, coupled with 
strong user engagement, that can adapt to chang-
ing circumstances as a project and users’ needs un-
fold—is key to meeting this challenge.
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